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Robotic arms have been in common use for a several decades now in many

areas from manufacturing and industrial uses to hobby projects and amusement

park rides. However, there have been very few attempts to make an inexpensive

robot arm with a software stack for use in higher education. This paper proposes a

control and interfacing software stack built on the Robot Operating System (ROS)

and a simulation of a 3D printable 6 degree of freedom (DoF) robotic arm. Both

the physical and simulated robot will be controllable through various inputs — a

game controller, application programming interface (API), or terminal commands

— and be able to perform specific tasks autonomously. The functionality of the

final project will be demonstrated through an example of The Towers of Hanoi,

control through an external API, and MATLAB control.
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Chapter 1

Introduction

Robots can be used to teach a wide number of classes and concepts including basic

programming, concurrent programming, dynamics and control, mechatronics,

engineering, electronics, forward and inverse kinematics, computer vision, and

path planning [3, 4, 5, 6]. Currently there are few to no standardized robotic

arm platforms with ready-made software stacks able to use both physical and

simulated robots for teaching in higher education.

This platform will allow students to implement and test additions and modifica-

tions to the software on their own computers through the simulation environment,

then come in and test their code on the physical robot, without any need for

translation or modification of their code to make it work in the real world. Using

practical examples has been shown to be beneficial to learning, and especially

helps to interest students in the subject and aid in the self-learning process.
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(a) (b)

(c)

Figure 1.1: (a) When the ROS system first starts up each node connects to the
ROS Master and gives it messages the node publishes and receives on. (b) Each
receiving node will then connect directly to the sending nodes for message passing.
(c) The system will be implemented on a Raspberry Pi and take input from some
source to control the robot arm [1].

1.1 Goals and Requirements

The software control stack for the project will be built on the Robot Operating

System (ROS). ROS has become a popular robotics platform for use in many types

of robots [1]. The ROS platform is detailed in Figure 1.1. The system consists

of two parts: the first part is the nodes of the system shown in Figures 1.1a and

1.1b. Nodes are the programs of the system and implement hardware integration,

services, and interaction with the outside. Nodes may be custom built for the

application or may come from the ROS community allowing hardware integration

and other non-focus items to be done faster. The second part of the system is
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message passing, and each node is able to publish and receive messages. ROS

controls the message passing between nodes and sets up the interaction between

nodes as shown in Figure 1.1a. After the initial setup of the communication,

messages are passed directly from one node to the next, as shown by the blue

graph in Figure 1.1b.

The system of nodes and messages makes any software stack created on ROS

a distributed system allowing for implementation flexibility. The functionality

of the project will be implemented in the control of both a 3D simulation of and

open-source 3D printed 6 DoF robotic arm by Andreas Hölldorfer [7]. Students can

implement and reimplemented a function of the system by adding or recreating a

node, leaving the rest of the system fully functional.

The functionality and movement of the robot will be shown through pre-

programmed tasks such as performing the Towers of Hanoi. It will be able to

perform real-time movement based on inputs from a game controller, API, and

command line. It will also be able to be used in other more software focused

classes through the API provided or through MATLAB integration.

1.2 Motivation

This project will allow science, technology, math, and engineering (STEM) students

to work on a simulated and physical robot in class. The final product will make

robotics learning and research easier by providing a robot and a software stack

ready-made for immediate use and modification as opposed to each university

and class starting from scratch. This allows the class time and projects to focus on

learning objectives rather than the nuts and bolts of the specific system.
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Chapter 2

Background

2.1 Education

Robots can be used to great effect in the area of education, and recently a greater

emphasis has been placed on the subject due to a focus on science, technology,

engineering, and math (STEM) especially in lower education [3]. Proposals of

programs to introduce robotics into classrooms are very common. Unfortunately

most use solely a simulated environment, or a physical robot, but few use both. A

purely simulated approach can be dissatisfying to students, as seeing a finished

final physical product provides a great deal of motivation and tangibility to the

experience making classes engaging and attractive [8, 3]. A purely physical system

can also be at a disadvantage, as students may only be able to work on the robot

while they are physically in the lab. A physical teaching tool can have a large

effect on the learning process, and if used along side virtual systems they both

can provide a lab environment which engages students in the learning process

[9, 10, 5, 11].

Robotic arms specifically have been used to teach in the areas of basic program-
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ming, concurrent programming, dynamics and control, mechatronics, engineering,

electronics, forward and inverse kinematics, computer vision, and path planning

[3, 4, 5, 6].

Many examples of robots designed for use in a classroom environment have

been proposed for use in lower education teaching. Some of the most basic robots

have been used in the area of early education[11, 12, 13]. These robots many times

use graphical programming languages as is the case of the AERobot designed

by Rubenstein et. all [11]. This robot was designed to be complex enough to do

interesting tasks, such as obstacle detection and line following, but cheap enough

to be affordable in mass to any community [11]. Another example of robots

designed for lower education are the LEGO NXT robots used in the FIRST LEGO

League competitions [12, 13]. These robots are used in competitions for kids from

elementary to high-school, and allows them to design and program the robots

to accomplish tasks in the competition [12, 13]. Though these robots are useful

for teaching entry level programming and for introducing the concepts of robotic

programming, they do not focus as much on the algorithms of the robot or how

the robot actually functions, only the higher level functionality.

The second area for use of robots is in universities, colleges, and other forms

of higher education. This demographic usually focuses more on the intricacies of

robot construction, control algorithms, such as forward and inverse kinematics,

and sensor processing. CHARM is a robotics course developed just for this purpose

by Singh et. all [4]. This course teaches students how to design and program

a robot for coin sorting, and in the process teaches kinematics, path planning,

and robot vision through a coin sorting project [4]. Though this robot is good

for teaching a number of concepts it only uses a three degree of freedom (DoF)

SCARA robot arm. This makes the robot good for teaching in two dimensions,
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but does not allow for three dimensions. The robot may also be hindered in a

lab environment because it does not propose a framework to build on requiring

students to write the entire control system every time rather than focusing on the

algorithms of the system one at a time, therefore a bottom up approach must be

used, and the robot is only useful for the one class, not for a range of classes.

2.2 3D Printing

3D printing has quickly become a common method of rapid prototyping in recent

years [14]. This is due to advances in 3D printing technologies and standardizations

making more wide spread use possible [14]. 3D printers are now common in

universities for use in research and product design. This makes the method ideal

for use in producing products in a distributed fashion for education. 3D Printing

has already been used for robotics research in universities as is the case in the

3D printed hand by Mukhtar et. all [15]. Poppy is another 3D printed platform

designed for education by Lampeyre et. all [16]. Poppy has been used in several

research projects at various universities since its design [17, 18].

Several robotic arm designs are available for free from various sources and

makers. There are many simple robot designs available, but these designs have

severely limited degrees of freedom [19, 20, 21]. There are several robot designs

with more degrees which would be better suited for a general purpose robots. One

such robot is the five axis Thor robot by AngelLM, unfortunately a five axis robot

may not be sufficient enough for more advanced classes [22]. Another advanced

design is the Zortrax robot, this robot looks good and is a simple sleek design,

unfortunately not all of the joints are motorized making it unusable for control

classes [23]. The Moveo arm by BNC3D is a good viable option as a six axis fully
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designed robot arm, this would make a good robot for use in a class environment

[24]. The last 3d printed robot design is by Andreas Hölldorfer [7].

2.3 Simulation and Control Software

Simulation software is very common for a variety of different robots. Several

popular robotics simulators exist [25]. These systems include the Virtual Robotics

Toolkit, Robot Virtual Worlds, RoboDK, Microsoft Robotics Developer Studio,

Webots, and Gazebo [25].

Both the Virtual Robotics Tool Kit and Robot Virtual Worlds simulators are

designed for use with LEGO Mindstorms, Vex Robots, and other LEGO based

systems, and primarily target early STEM education [25]. The systems are not

as flexible as others due to their limited target audience, and though they have

been used in higher education, the platform is aimed at first time programmers

[26, 12, 27, 28, 29, 30]. The limits of the system force any modification to the

programming and control of the it to be done in round about methods with external

controllers [29]. The RoboDK, this software is designed for use in industrial

robots and does not allow for externally controlled or open platform robots [25].

Microsoft Robotics Developer Studio has support for a wide array of platforms

and is supported by a large company [25]. Though this has been a well received

platform, support for the software has been canceled, meaning that any knowledge

gained using the platform will be useless as the students go on to future projects

[25]. Webots and Gazebo both officially support the ROS platform, and can be used

to simulate any robot design [25]. Webots is a closed source paid platform, and

therefore the system cannot be as modified for specialized uses [25, 31]. Gazebo,

in contrast, is a free, open-source platform and has been used in developing
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interactive robots extensively [25]. Gazebo is also can be compiled and run on

Linux, OSX, or Windows [32]. The final simulator available is RViz [33]. RViz

is packaged with ROS in the full desktop installation [33]. RViz works only on

Ubuntu Linux, and does not have support for other operating systems [33].

There are several different software stacks available for robot control. Many of

the software stacks are custom and designed for a single robot. This is the case for

systems such as BRACON by Rivas et. all [34]. If the software is not widespread

enough as an open source software, or is proprietary, it may not allow for the best

use in education as it does not allow for modification for new systems. Many of

these systems only allow limited methods of interaction such as through gCode

which is simply a communication format, and does not allow dynamic movement

or feedback.

The Robot Operating System (ROS) is a promising new open source robotic

framework for use in a wide array of robots. ROS has been used in previous

educational robotics projects such as Nelson [35]. Other projects have focused

on extending ROS for use in MATLAB such as in the case of ros4mat [36]. ROS

comes with both control software and a simulation environment which can be

controlled simultaneously. The software is modular, as shown if Figure 1.1 and

can be distributed across devices [1].
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Chapter 3

Proposal

Practical tools and examples can be used to great effect in a classroom environment.

This paper will propose the use of an open source 3D printed arm by Andreas

Hölldorfer, software and hardware control platform built on ROS, and simulation

environment for use in a the classroom for the teaching of robotics and control at

Southern Adventist University.

3.1 Hardware Requirements

This section will outline the hardware required for the project.

3.1.1 Robot

As seen in Figures 3.1 and 3.2, the project will use the 3D printed robotic arm

created by Andreas Hölldorfer [2]. It is currently one of the most advanced open

source robotic arms available. The robotic arm is cheap to produce making it ideal

for a higher education.
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Figure 3.1: Orthographic views of the 6-degree of freedom (dof) arm designed by
Andreas Hölldorfer. top view (top), left side view (far left), front view (center left),
right side view (center right), back view (far right), and bottom view (bottom) [2].

3.1.2 Electronics

The controller for the robot will be primarily comprised of a Raspberry Pi computer

running either the Raspian Operating System (OS). The motors will be controlled

through off-the-shelf stepper motor controllers with absolute position rotary en-

coders to tell the angle of each joint. All of the motors and hardware on the robot

will be controlled through a microcontroller connected to the Raspberry Pi. This
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Figure 3.2: Isometric views of the 6-degree of freedom (dof) arm designed by
Andreas Hölldorfer. Complete arm (left), arm with shell removed (right) [2].

will allow for real-time control and an an application programming interface (API)

abstraction to simplify hardware control.

3.1.3 Interaction

The system will be able to be accessed through either an Ethernet or Wi-Fi connec-

tion to a computer, or a Bluetooth connection to a Wii like controller. Ports will
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also be made available on the base to allow an HDMI cable, keyboard, and mouse

to be plugged into the Raspberry Pi directly.

3.2 Software Requirements

Figure 3.3: Graph of the ROS nodes (orange) and messages (blue), showing the
publishers and subscribers used for the project.

The software for the robotic arm will be built on ROS. This will allow for a

modular design for use in educational sections. The use of ROS also means the

framework will be maintained by a large community of contributers and reduce

the maintenance requirements of the project in the future. ROS also provides a
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large number of debugging, visualization, and development tools requiring fewer

pieces of the system to be custom made.

A ROS system is made up of nodes, shown in orange in 3.3 [1]. Each node may

publish and subscribe to topics to communicate between nodes shown in blue on

Figure 3.3 [1]. Some control nodes may also bypass others to implement lower

functionality, this is shown in yellow on Figure 3.3 [1]. For the robot arm project

the control system is made of several specific parts controllers, shown in the first

column of nodes, services, shown in the second, and drivers, shown in the third.

The following section will detail the various nodes of the system shown in Figure

3.3.

3.2.1 Controllers

Controllers of the system serve as primary inputs to the arm. These nodes all

will publish an x, y, and z end-effector coordinates, an end-effector angle (θ),

and a time (t) parameter on the ”inCoordinate” message. A few of the nodes

will publish the hand messages of close percentage and hand mode on ”pinch”

and ”handMode” respectively. These will tell the hand how to pinch and grab

things in different configurations. Some controllers may also publish to a character

display for informational messages. These messages will contain a message (msg),

with an information string, a type, showing whether the message is showing

some information, a warning, or an error, and a time (t), to tell how long to

display the message. The control nodes may also take several inputs. The mode

message published on ”operatingMode” will tell the controllers which one is

currently supposed to be controlling the system. The type message published on

”handType” and will tell the controllers which hand is currently being used.
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3.2.1.1 Demo

The Demo Controller will continuously show off the capabilities of the arm for use

in demonstration for introductions and recruitment purposes. This mode will not

take in any input from the outside world. This mode will be assigned number 0 in

the mode options list.

3.2.1.2 Towers of Hanoi

The Towers of Hanoi Controller will direct the robot to perform an optimal Towers

of Hanoi problem. No outside input is needed to perform the task.

3.2.1.3 Drawing

The Drawing Controller will draw the southern and school of computing logos on

a white board. When the drawing is done the arm will erase the board and start

again.

3.2.1.4 Custom

The Custom Controller will allow for students to make a control node for class

work and allow for interaction within the systems framework. Outside input may

be taken in from any source necessary for the node to function, including other

nodes, external controllers, MATLAB, or web based inputs. It may also bypass any

node in the system by publishing their output messages directly, or receive from

any node in the system by accepting their messages, this is not shown in Figure

3.3 since it is dependent on the implementation being done.
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3.2.1.5 Terminal

The Terminal Controller will allow for input from the Linux terminal. It will be

able to take in x, y, and z end-effector coordinates, an end-effector angle (θ), and a

time (t) parameter and send them to the arm. Alternately a user may also send

the robot a series of motor angles and times to move the robot to a position. This

functionality will bypass the service modules and send messages to the motors

directly, this is not shown in the graph.

3.2.1.6 Game Input

The Game Input Controller will allow for input from a Wiimote through a bluetooth

connection with the Raspberry Pi. Open source drivers are available for the

Wiimote through XWiiMote [37]. The application integration is also provided for

the Python and Perl languages [37]. The node will take the accelerometer and

gyroscope inputs from the Wiimote and use them to control the position and

orientation of the end-effector.

3.2.1.7 API

The API Controller will allow for integration with remote programs through an

Ethernet or WiFi connection. The API will allow for x, y, z end-effector coordinates,

an end-effector angle (θ), and a time (t) parameter. The input values will then be

sent to the rest of the system.

3.2.1.8 MATLAB

The MATLAB Controller will allow for integration between MATLAB Simulink

and the robot. This will allow for programs to be written in MATLAB and executed
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through the physical robot This module, unlike the other control modules in the

system, will be able to publish on any message in the system bypassing other

modules. This setup is not shown in Figure 3.3, as it connects to all other modules.

3.2.2 Translators

Translators in the system act as data modifiers and middle-men between the

controllers and drivers of the system. multiple translators may be connected in

series or parallel to modify data in multiple steps.

3.2.2.1 Inverse Kinematics

The Inverse Kinematics (IK) service subscribes to ”coordinates” messages, and

publishes ”Alpha” through ”Zeta” ”motor” messages. The IK service will take the

end-effector input coordinates and angle, and movement time parameters convert

them into motor angles for the system.

3.2.2.2 Jacobian

The Jacobian service subscribes to ”coordinates” messages, and publishes ”Alpha”

through ”Zeta” ”motor” messages. This service will strait lines between the current

and given points.

3.2.3 Drivers

The drivers of the system form the final end-points. They provide the integration

between the controllers and the physical hardware.
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3.2.3.1 Motors

For each hardware stepper motor controller there is a motor driver. These con-

trollers will tell the motors what angle to move to, and control the time it takes

to get from the initial to final position. The motors will receive angle and time

information on the ”Alpha” through ”Zeta” ”Motor” messages. current angle

information will be recieved on the ”Alpha” through ”Zeta” ”Encoder” messages.

This information will be used to initialize the arm from any position.

3.2.3.2 Microcontroller

The Microcontroller Driver will interpret and relay all of the messages between

the microcontroller components and the other nodes. This node may be split out

into multiple nodes in the implementation with a single node interfacing with the

microcontroller. The first portion of the microcontroller driver is the encoder LEDs

These LEDs will show the status of the motors and if any moves are invalid for

a motor. This information will be received on the ”Beta”, ”Gamma”, ”Epsilon”,

and ”Zeta” ”Motor” messages. The LEDs will receive on the ”display” message

and use the type information to display errors on all of the encoders. The encoder

drivers will publish angle information on the ”Alpha” through ”Zeta” ”Encoder”

messages.

Menu control buttons will also be controlled through the Microcontroller Driver.

The buttons will publish on ”menuButtons” with the number of the button which

has been pressed. The last component is the hand which will control the servos of

the hand and detect which hand has been plugged in. The hand will receive pinch

values on the ”pinch” message, and hand mode information on the ”handMode”

message. Information about the hand currently plugged in will be relayed on the
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”handType” message.

3.2.3.3 Display

The display driver will control the RGB back-lit display on the base of the robot.

The display will show menu items and informational messages for and from the

modules. The color of the display will be determined by the type of message

incoming and the mode of the arm. The display will publish option and value pairs

on the ”menuSelection”, and will receive message, type, and time information for

display on the ”display” message, and menu button presses on ”menuButtons”.

3.3 Educational Uses

A robotic arm can be used to teach many difficult concepts in robotics and other

classes as shown in previously mentioned works. The initial use of this particular

arm will be specific to a graduate robotics class, though future uses could go far

beyond just one class. The initial concepts this robot is intended to teach include:

robot construction and design, kinematics, inverse kinematics, Jacobians, and robot

control frameworks. This list may be expanded later on to include more concept

and areas in the future.

3.3.1 Controller Creation

Controller creation will be used for teaching robot design and movement, this may

require bypassing modules, and robot control frameworks. The creation of new

controller modules will provide an introduction to ROS programming. This piece

may also be used later on to teach higher level concepts in other areas and possibly
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even other classes, as it should be simple requiring a very shallow learning curve

to accomplish.

3.3.2 Module Creation

Module creation will be used for the teaching inverse kinematics, Jacobians, and

robot control frameworks. This will be accomplished by removing the node which

accomplishes the intended function to be taught, and having the students recreate

the module. All other pieces of the system will still be running, allowing the new

module to tested without causing the student to create the rest of the system from

scratch. This will allow these pieces to be taught using more concrete, hands-on

experiences, without taking the time to recreate an entire system.

3.3.3 MATLAB Integration

MATLAB integration can be used for the teaching of many concepts quickly

through writing MATLAB scripts. This path also does not require any learning of

ROS, if it is preferred for the class or module. The MATLAB Integration may also

be used to bypass the service modules in order to teach their functionality through

MATLAB, instead of compiled code, the bypassing functionality is not shown in

Figure 1.1.

3.3.4 Terminal Control

Terminal control will allow for initial teaching and testing of the robot in class. It

will allow students to either enter x, y, z, and θ coordinates, or allow the entry of

motor angles. This will allow students to experiment with the robot in order to

see how the system reacts and functions to various inputs.
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3.3.5 API Interaction

API interaction will allow for remote control of the robot for students without ROS

installed. This functionality can also be used for the teaching of future robotics

concepts, as well as concepts in other classes which are less concerned with how

the robot is controlled and are more concerned with higher level functionality,

such as artificial intelligence (AI), robot vision, or algorithms.

3.4 simulation

For testing the software, along with the physical robot, a simulator will be used to

show the output from the software. The project will utilize the Gazebo simulator.

This simulator works on the three major operating systems, allowing it to run

outside of a VM making it more accessible. This simulator is free and open source.

3.5 Bill of Materials

Category Total Percentage

Interaction $68.21 5%
Power $108.37 7%
Control $140.01 10%
Mechanics $678.04 46%
Plastic $101.95 7%
Motors $170.98 12%
Encoders $100.38 7%
Miscellaneous $100.00 7%

Total $1467.94

Table 3.1: The list of general costs are outlined in the above table. For a full list of
materials see table B.1
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3.6 Tasks and Milestones

Milestones Task Group Hours
1 Documentation 40

1 Research 260

2 ROS Setup 4

2 Raspberry Pi Setup 18

3 Boot Sequence 14

4 Simulator 20

5 Mechanics Construction 44

5 Electronics Construction 18

5 Circuit Design 30

6 Microcontroller Programming 72

7 Motor Drivers 14

7 Encoder Drivers 10

7 Encoder LED Drivers 10

8 Hand Drivers 10

9 Menu Display Driver 18

9 Display Driver 10

10 Custom Controller 10

11 Inverse Kinematics Service 18

11 Jacobian Service 18

12 Demo Controller 14

12 Towers of Hanoi Controller 18

12 Drawing Controller 18

13 Terminal Controller 12

13 Game Input Controller 20

13 API Controller 22

13 MATLAB Controller 22

Total Hours 764

Table 3.2: The above table shows the list of task groups for each module. The
modules and tasks are in the order of completion for the project. A full list of tasks
can be found in table A.1 in appendix section A.1

The table A.1 shows the list of milestones shown as project modules in the first

column. Under each milestone is a list of task groups and under them a list of

tasks. The hours for each milestone, group, and task is shown in the last column.
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Most of the milestones must be completed in the order listed. The Bill of Materials

and ROS Research in Module 1 has already been completed.

The deliverables for the project will include the software stack, functional 3D

printed robotic arm, system documentation and simulation of the robot arm. The

system will be set up for use in a classroom environment ready for labs.
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Chapter 4

Testing/Evaluation Plan

Testing of the robot will include hardware, software, and acceptance testing phases.

The hardware phase will test the precision, accuracy, and maximum capacity of the

arm. The software phase will test the correctness of the program. The acceptance

testing phase of the project will determine when the project has been completed.

4.1 Hardware Testing

Precision will be tested by attaching a needle to the end of the arm and marking

pre-determined places on a piece of paper, 10 times for each place. The largest

delta from the pre-determined point will give the precision. The precision of the

robot should be within 0.2mm.

Accuracy will be tested by attaching a needle to the end of the arm and marking

the same point on a piece of paper 10 times. The largest difference between any

two points is the accuracy of the robot. The accuracy of the robot should be within

0.04mm.

The arm should be able to lift at least 2kg of weight fully extended. This has



26

been determined by the testing of Andreas Hölldorfer.

4.2 Software Testing

Software testing will be done through unit testing of each node. The unit testing

will use rostest for connecting to and testing the ros nodes, gtest for testing the

nodes written in c++, and unittest for testing the nodes written in python [38].

4.3 acceptance Testing

The project will be deemed to be completed when all of the nodes function as

outlined in the software requirements testing, and when the software and hardware

tests are completed and passed.
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Chapter 5

Conclusion

The proposed project defines a standard robotic platform with a ready-made

software stack able to use both a physical and simulated robot for teaching in

higher education. The project will be implemented on the ROS platform using the

RViz simulator. The open-source 3D printable 6-dof arm by Andreas Hölldorfer

will be used for the physical robot with all of the control electronics designed

in-house. Testing of the system will be done through unit testing via rostest,

gtest, and unittest, and physical testing will test the precision, accuracy, and load

capacity of the arm. The system will be demonstrated through the running of the

control nodes of the software stack.
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Appendix A

Requirements

A.1 Milestones and Tasks

Milestones Group Task Hours

Milestone 1 100

Documentation 40

Research 260

Research 40

BOM Writing 60

Proposal Paper 120

Presentation Work 40

Milestone 2 22

ROS Setup 4

Running ROS 2

Initial Project Setup 2

Raspberry Pi Setup 18



30

Raspian Setup 2‘

WiFi Setup 8

Program Setup 4

Raspian Imaging 2

Login Setup 2

Milestone 3 14

Boot Sequence 14

Display Programming 2

Encoder Programming 4

Encoder Initialization 2

Raspberry Pi Startup Tasks 2

ROS Launch List 4

Milestone 4 30

Simulator 20

Simulator Setup and Modeling 14

Robot Control 6

Milestone 5 92

Mechanics Construction 44

3D Printing 16

Robot Assembly 16

Base Construction 6

Base Design 6

Electronics Construction 18

Assembly 16
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Testing 2

Circuit Design 30

Encoder Board Design 4

Encoder Board Milling 2

Encoder Board Construction 4

Regulator Board Design 6

Regulator Board Milling 2

Regulator Board Construction 2

Display Board Design 6

Display Board Milling 2

Display Board Construction 2

Milestone 6 72

Microcontroller Programming 54

Setup 8

Motor Control 6

USB Communication 16

LED Control 6

Encoder Reading 8

Display Control 12

Display LED Control 8

Hand Control 8

Milestone 7 22

Motor Drivers 12

Node Writing 8
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Unit Testing 4

Encoder Drivers 8

Node Writing 4

Unit Testing 4

Encoder LED Drivers 8

Node Writing 4

Unit Testing 4

Milestone 8 6

Hand Drivers 8

Node Writing 4

Unit Testing 4

Milestone 9 20

Menu Display Driver 16

Node Writing 12

Unit Testing 4

Display Driver 8

LED Control 2

Display Control 2

Unit Testing 4

Milestone 10 6

Custom Controller 8

Template/Node Writing 4

Unit Testing 4

Milestone 11 28
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Inverse Kinematics Service 16

Node Writing 12

Unit Testing 4

Jacobian Service 16

Node Writing 12

Unit Testing 4

Milestone 12 38

Demo Controller 12

Node Writing 8

Unit Testing 4

Towers of Hanoi Controller 16

Node Writing 12

Unit Testing 4

Drawing Controller 16

Node Writing 12

Unit Testing 4

Milestone 13 60

Terminal Controller 10

Node Writing 6

Unit Testing 4

Game Input Controller 18

Node Writing 10

Controller Integration 4

Unit Testing 4
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API Controller 20

Node Writing 16

Unit Testing 4

MATLAB Controller 20

Node Writing 16

Unit Testing 4

Total Hours 732

A.2 Hardware

1. The 3D printed open-source robotic arm by Andreas Hölldorfer will be built

and used for the physical robot [7].

2. A bill of materials will be created for all of the parts and equipment necessary

for the building of the robot.

3. A base will be designed to hold the control components of the robot.

4. several circuit boards will be designed for the robot for power conditioning

and regulating, microcontroller and peripheral interfacing, and encoder

boards.

5. The robot will include a Raspberry Pi for control with a microcontroller

co-processor for real-time tasks.
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A.3 Software

A.3.1 Microcontroller Firmware

1. The microcontroller should initialize all of the components on the arm, then

make them show a of the arms functionality while the Raspberry Pi boots

up.

2. The microcontroller should control the motors, display, LEDs, encoders, and

servos. This is to allow an abstraction layer from the hardware and real-time

functionality.

3. The microcontroller should communicate with the Raspberry Pi over either a

USB or GPIO.

A.3.2 Raspberry Pi Software

1. The Raspberry Pi should run the Raspian Operating System.

2. The Raspberrry Pi will run ROS for the robot control.

3. The ROS system should contain a node for controlling the motors.

4. The ROS system should contain a node for controlling the encoders.

5. The ROS system should contain a node for reading the encoder LEDs.

6. The ROS system should contain a node for controlling the hand servos.

7. The ROS system should contain a node for controlling the display text and

managing the menu system.

8. The ROS system should contain a node for controlling the display LEDs.
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9. The ROS system should contain an inverse kinematics service node.

10. The ROS system should contain a jacobian service node.

11. The ROS system should contain a custom controller node.

12. The ROS system should contain a demo controller node.

13. The ROS system should contain a Towers of Hanoi Controller node.

14. The ROS system should contain a drawing controller node.

15. The ROS system should contain a terminal controller node.

16. The ROS system should contain a game input controller node.

17. The ROS system should contain an API controller node.

18. The ROS system should contain a MATLAB controller node.

A.3.3 Simulation and Remote Control Software

1. The remote computer should run the simulator for the robot.

2. The remote computer should be able to run all of the Raspberry Pi nodes for

use with the simulator or remote operation.

3. The remote computer should be able to run any of the control nodes for

remote programming and testing of the system.

4. The remote system should be able to run MATLAB to integrate with the

MATLAB node of the robot.

5. The remote system should be able to run a web browser to interact with the

API node of the robot.
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6. Remote control of the system should be possible through a Wii like Bluetooth

connected controller.

A.4 Installation

1. The user should be able to install the robot software by copying the project

files from the repository to the project on their own system.

A.5 Running

1. The project should be able to be run through a ROS launch file which will

launch all of the nodes on the system.

2. The system on the Raspberry Pi should startup automatically once Raspian

has started as a background task.

A.6 Modification

1. Students should be able to modify the system by removing and rewriting a

node.

2. Students should be able to write the code for the custom controller to modify

the arm for other uses.

3. the physical robot should be able to be upgraded by printing new parts for it

as the open-source project progresses.
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Appendix B

Bill of Materials

# Quantity Item Cost/Item Total Cost

Interaction

1 1 RGB LCD 20x4 $24.95 $24.95

2 1 4 Switch Keypad $21.07 $21.07

3 1 ATMEGA32U2-AU-ND $2.99 $2.99

4 3 Power Transistor $3.49 $10.47

5 1 USB Type A Connector $0.40 $0.40

6 1 Micro USB Connector $0.46 $0.46

7 1 Panel Mount HDMI $5.95 $5.95

8 1 Panel Mount Ethernet $4.95 $4.95

9 1 Panel Mount USB A $3.95 $3.95

Power

13 1 Power Cord $3.81 $3.81

14 1 Illuminated Switch $5.98 $5.98

10 1 AC/DC Converter $92.95 $92.95
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11 1 J100 Female Connector $0.19 $0.19

12 1 J300 Female Connector $0.34 $0.34

15 2 Micro USB Cable $2.55 $5.10

Control

16 1 Raspberry Pi 3 $39.95 $39.95

17 3 Stepper Motor Driver 10 - 32 VDC $20.70 $62.10

18 2 Stepper Motor Driver 12 - 45 VDC $18.98 $37.96

Mechanics

19 19 624 Ball Bearing $4.75 $90.25

20 11 608 Ball Bearing $1.49 $16.39

21 4 61807 Ball Bearing $7.20 $28.80

22 2 61818 Ball Bearing $78.45 $156.90

23 4 626 Ball Bearing $4.14 $16.56

24 4 696 Ball Bearing $4.30 $17.2

25 11 F624 ZZ Ball Bearing $7.89 $86.79

26 3 DIN 912 - M4 x 20mm $0.66 $1.98

27 5 DIN 912 - M4 x 25mm $0.09 $0.45

28 26 DIN 912 - M4 x 30mm $0.10 $2.60

29 7 DIN 912 - M4 x 35mm $0.18 $1.26

30 3 DIN 912 - M4 x 40mm $0.21 $0.63

31 10 DIN 912 - M4 x 50mm $0.17 $1.70

32 19 DIN 912 - M4 x 55mm $0.12 $2.28

33 5 DIN 912 - M4 x 60mm $0.22 $1.10

34 18 DIN 912 - M4 x 70mm $0.30 $5.40
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35 6 DIN 913 - M4 x 3mm $0.05 $0.30

36 100 DIN 913 - M4 x 8mm $0.05 $5.00

37 2 DIN 913 - M4 x 16mm $0.05 $0.01

38 7 DIN 913 - M4 x 4mm $0.04 $0.28

39 1 DIN 913 - M4 x 6mm $0.04 $0.04

40 1 DIN 931 - M8 x 50mm $0.39 $0.39

41 2 DIN 931 - M8 x 55mm $0.42 $0.84

42 1 DIN 933 - M4 x 25mm $0.10 $0.10

43 4 DIN 933 - M4 x 30mm $0.12 $0.48

44 6 DIN 933 - M4 x 40mm $0.16 $0.96

45 2 DIN 933 - M4 x 55mm $0.16 $0.32

46 10 DIN 934 - M3 $0.04 $0.40

47 53 DIN 934 - M4 $0.04 $2.12

48 1 DIN 985 - M4 $0.04 $0.04

49 3 DIN 985 - M8 $0.10 $0.30

50 18 DIN 9021 - M4 $0.04 $0.72

51 12 DIN 912 - M3 x 10mm $0.05 $0.60

52 7 DIN 912 - M3 x 16mm $0.07 $0.49

53 6 DIN 912 - M3 x 20mm $0.09 $0.54

54 4 DIN 125 - M3 $0.04 $0.16

55 68 DIN 125 - M4 $0.04 $2.72

56 4 DIN 125 - M5 $0.04 $0.16

57 1 DIN 125 - M6 $0.04 $0.04

58 5 DIN 125 - M8 $0.04 $0.20
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59 12 DIN 7991 - M3 x 16mm $0.04 $0.48

60 4 DIN 7991 - M3 x 20mm $0.05 $0.20

61 6 DIN 7991 - M3 x 25mm $0.07 $0.42

62 8 DIN 7991 - M4 x 25mm $0.07 $0.56

63 8 DIN 7991 - M4 x 30mm $0.09 $0.72

64 1 Timing Belt T5 - 500mm x 16mm $14.69 $14.69

65 1 Timing Belt T5 - 510mm x 10mm $9.78 $9.78

66 1 Timing Belt T5 - 630mm x 10mm $11.55 $11.55

67 2 Timing Belt T5 - 340mm x 10mm $7.91 $15.82

68 1 Timing Belt T2.5 - 317.5mm x 6mm $6.70 $6.70

69 3 Timing Belt T2.5 - 200mm x 6mm $6.11 $18.33

70 4 Synchronous Belt Pulley - T2.5 Z16 6mm $4.76 $19.04

71 4 Synchronous Belt Pulley - T5 Z16 10mm $5.76 $23.04

72 1 Synchronous Belt Pulley - T5 Z16 16mm $6.05 $6.05

73 1 Synchronous Belt Pulley - T2.5 Z44 6mm $5.77 $5.77

74 2 Synchronous Belt Pulley - T5 Z48 16mm $16.71 $33.42

75 13 DIN 562 - M4 $0.04 $0.52

76 1 ISO 7380-1 - M4 x 30mm $0.09 $0.09

77 1 ISO 7380-1 - M4 x 35mm $0.10 $0.10

78 1 Shaft 8mm x 80mm $1.18 $1.18

79 31 Spacer M4 20mm $0.72 $22.32

80 4 Spacer M3 5mm $0.35 $1.40

81 2 Tensioning Pin 3mm x 20mm $0.08 $0.16

82 2 Tensioning Pin 3mm x 26mm $0.08 $0.16
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83 1 D Type Shaft - F6mm T15mm D6mm L50mm $14.04 $14.04

84 1 Shaft - D80mm L120mm $11.96 $11.96

85 2 Shaft - D7.5mm F5mm T5mm P4mm Q4mm - -

86 1 Shaft - D6mm L45mm T15mm Q5mm $16.90 $16.90

Plastic

87 6 PETG Printer filament White - 1kg $18.99 $113.94

88 2 PETG Printer filament Red - 1kg $25.99 $51.98

89 1 PETG Printer filament Natural - 1kg $18.99 $18.99

Motors

90 1 Nema 17 48mm Stepper Motor $11.58 $11.58

91 1 Nema 17 60mm Stepper Motor $10.72 $10.72

92 1 Nema 23 Stepper Motor $19.14 $19.14

93 2 Nema 24 88mm Stepper Motor $26.81 $53.62

94 1 HerculeX DRS-0101 Robot Servo $60.34 $60.34

95 2 Analog Feedback Servo $14.95 $14.95

Encoders

96 2 APA102 2020 Dotstar LED $5.95 $9.00

97 5 Magnetic Absolute Rotary Encoder $8.68 $43.40

98 1 Circuit Boards $35.00 $35.00

99 5 Encoder Magnet $0.30 $1.50

100 10 Shrouded Header $0.263 $2.63

101 10 Socket Connector $0.301 $3.01

102 1 Ribbon Cable $2.94 $2.94

Miscellaneous
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103 1 Other $100.00 $100.00

Totals 669 $1471.05
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